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Abstract

The spread of new waves of coronavirus outbreaks, high mortality rates, and time-consuming and numerous challenges in achieving collective safety through vaccination and the need to prioritize the allocation of vaccines in the general population have led to continued identification of risk factors associated with mortality in patients through innovative strategies and new statistical models. In this study, an artificial neural network (ANN) model was used to predict morbidity in patients with COVID-19. Data of 2206 patients were extracted from the registry program of Shahid Mostafa Khomeini Hospital in Ilam, Iran, and were randomly analyzed in two training (1544) and testing (662) groups. By fitting different models of a three-layer neural network, 12 variables can explain more than 77% of the mortality variance in COVID-19 patients. These findings could be used to better manage mortality, prioritize vaccinations, public education, and quarantine, and allocate intensive care beds to reduce COVID-19 mortality. The findings also confirmed the power of a better explanation of ANN models to predict the mortality of patients.
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1. Introduction

COVID-19, as the greatest crisis of the health system and the challenge of human society since World War II, has severely affected health systems, the global economy, and governments,
causing widespread and unimaginable deaths (1). Moreover, unprecedented investments were made in the prevention, diagnosis, and treatment of the disease, reducing the incidence rate and finally the mortality rate (2).

Undoubtedly, the greatest success against the recent pandemic can be attributed to the development of vaccines (3), a factor that raised great hopes for the eradication of the disease. Currently, several different vaccination projects have been able to obtain emergency use licenses after passing the phases to be used for general vaccination (4). However, numerous challenges and obstacles, including the level and amount of production, reasonable prices for the purchase and maintenance particularly in low- and middle-income countries, proper and fair allocation, doubts, and incomplete acceptance of vaccination have currently hampered the herd safety and control of the disease (5, 6). On the other hand, the arrival of new waves of disease outbreaks and widespread mortality, along with the lack of adequate vaccines in countries such as Iran have exacerbated the increasingly urgent situation. This has prioritized attempts to prevent the spread of the disease through reducing the incidence and mortality by identifying related risk factors (7, 8). On the other hand, the limited number of available vaccines compared to the high number of applicants has led to the identification of high-risk individuals in terms of risk of infection and mortality using low-cost contextual and laboratory variables to prioritize vaccination to an important topic in the health policy-making (9).

At present, there is no definitive and golden method that can predict the mortality rate of COVID-19 patients in terms of laboratory variables and underlying diseases. Creative and scientific study ideas for better management are a challenge to control the incidence and mortality rates (2). One of the creative strategies is to use accurate statistical and mathematical methods(10) in explaining and predicting the importance of each risk factor and experimental changes in the incidence, prevalence, and mortality of patients (11). Predicting the future situation based on existing variables will lead to better management and reduced costs when facing the crisis (12). In the field of COVID-19 crisis management, understanding the relationship between different factors and variables, and predicting events, such as mortality, are of interest to many researchers and health policy-makers and can pave the way for better decision-making in this area. Since the outbreak of the disease, clinical and laboratory factors, including changes in patients' lung CT scan, changes in hematology tests (lymphopenia, Thrombocytopenia, leukocytosis), changes in some biochemical tests (changes in liver enzymes and increases in troponin, urea, and creatinine), coagulation indicators (increase in PT time, D_dimer changes), and an increase in inflammatory indicators (increased ESR, CRP-
have been extensively studied in various studies in addition to the COVID-19 diagnostic test by PCR (as the gold standard of diagnosis) (13, 14).

The artificial neural network (ANN) model is an example of such non-classical models that can be used without any presuppositions, which is a kind of progress and transformation in various sciences, including medical sciences (15). The successful use of ANNs in many applications has been demonstrated in various articles in recent years. Practical examples include the use of this network in studies related to breast cancer and pancreatitis patients, explaining and predicting the number of hospitalization days in heart patients, explaining the possible effects of drugs on cancer patients, determining factors affecting hospital readmission, explaining clinical results after prostate cancer chemotherapy, etc. (16, 17). ANNs are new information processing structures that use methods specific to biological neural networks. The main difference between the ANN and other common methods is that there is no need in this method to consider a predetermined relationship between primary and secondary variables (18). Instead, these networks themselves discover the relationship between variables during the learning process. Artificial intelligence networks show their strength, especially in cases where there is a complex and nonlinear relationship between primary and secondary variables (19).

As mentioned earlier in the use of classical models, they also require the existence of special assumptions, and the appropriateness of the model depends on the accuracy of these assumptions. Therefore, in cases where these assumptions do not seem correct using real data, it seems necessary to develop models that do not require such assumptions (20). ANN models have comparative advantages over other conventional methods. The need for theory and hypothesis, hypersensitivity to noise and error, the need for data completeness, inability to understand, track, and record relationships between multiple data are some of the limitations and problems with conventional and classical methods, which can be modified to a large extent in ANN models (21).

According to studies, many factors can contribute to the poor prognosis and mortality of COVID-19 patients. On the other hand, most of the information about the epidemiological and laboratory factors of COVID-19 is still incomplete and doubtful and there is insufficient evidence and certainty for their use. Recognizing the importance of each of the indicators related to deaths from disease using efficient output models can be considered in the process of better treatment and care, management of scarce resources during the peak of the disease, prioritization of special and hospitalization beds, better human resource management in the health sector, increasing the reliability of patients with lower risk for home care, and appropriate planning to prioritize the allocation of vaccines to higher risk groups. Therefore,
this study aimed to explain the role of underlying and laboratory risk factors in the mortality of COVID-19 patients using an ANN model.

2. Material and Methods

2.1. Sample Collection
In the present retrospective cohort study, 21 field and laboratory variables were examined in 2206 patients with confirmed PCR and definitive COVID-19 diagnosis who were referred to Mostafa Khomeini Hospital in Ilam with a definitive diagnosis of COVID-19 from March 1, 2020 to March 20, 2021, and included in the study.

2.2. Input and output layer in ANN& logistic regression
Then, the strength of ANNs and logistic regression models in explaining the mortality caused by COVID-19 was compared with the ability to explain logistic regression based on contextual and laboratory variables. Participants were randomly divided into two training and testing groups. Input variables, namely diabetes, BMI, age, WBC, PLT, ESR, intubation, HTN, COPD, heart disease, hemoglobin, and cancer, were selected based on previous studies and preliminary analysis on the data of this study. The output variable was the patient's (deceased and non-deceased) condition. To evaluate the predictive power, different ANN models were compared with the logistic regression. The variables were arranged in descending order in terms of their effects on the output variables in a stepwise logistic regression model. A box plot was used to identify these cases in nominal variables, and leverage methods were used in numerical variables. The loss weighting method was used to obtain a robust and outlier-resistant regression model.

2.3. ANN analysis
Two training and testing groups were used to produce ANNs. First, multilayer perceptrons (MLPs) with a hidden layer and a neuron in the outer layer were trained in the first group. After obtaining the most effective possible combination to predict the output variable in the experimental group, it was used in the experimental group. Network training was stopped when the prediction error in the training group was minimized using the mean square error. In the next step, the strength of ANN models and the logistic regression were compared with each other. The difference between the values predicted by the two models and the actual values of the output variable in each patient was compared using the mean squared difference method. This statistic follows the non-central Chi-square distribution. In addition, to obtain clinically tangible results, the diagnostic power of the models for separating deceased patients from normal individuals was determined by the ROC curve analysis. For this purpose, the differences of the area under the curve in different models were compared with each other.
MATLAB and SPSS software were used to teach ANNs and for statistical analysis, respectively.

3. Results

Among the participants, 2206 patients were randomly divided into two training (1544) and experimental (662) groups. The results of the two models in selecting important variables based on their impact factor are shown in Table 1.

Table 1. Status of selected variables in regression model and artificial neural network model

<table>
<thead>
<tr>
<th>The importance of variables in ANN model</th>
<th>Importance of variables in logistic regression model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intubation</td>
<td>Intubation</td>
</tr>
<tr>
<td>Cancer</td>
<td>COPD</td>
</tr>
<tr>
<td>COPD</td>
<td>Heart_disease</td>
</tr>
<tr>
<td>Heart_disease</td>
<td>Age</td>
</tr>
<tr>
<td>Diabetes</td>
<td>BMI</td>
</tr>
<tr>
<td>BMI</td>
<td>Cancer</td>
</tr>
<tr>
<td>WBC</td>
<td>Diabetes</td>
</tr>
<tr>
<td>Age</td>
<td>ESR</td>
</tr>
<tr>
<td>ESR</td>
<td>HEMOGLOBIN</td>
</tr>
<tr>
<td>HEMOGLOBIN</td>
<td>HTN</td>
</tr>
<tr>
<td>PLT</td>
<td>WBC</td>
</tr>
<tr>
<td>HTN</td>
<td>PLT</td>
</tr>
</tbody>
</table>

Graph 1- Values OR calculated by ANN

After ANN analysis between risk factors, a significant difference remained between the 2 groups with regards to intubation (OR 8.06, 95% CI 2.20-5.42, p =0.019), cancer (OR 6.03,
95% CI 1.97-2.45, p =0.046), and COPD (OR 2.9, 95% CI 4. 14-7.12, p = 0.022), heart disease (OR 2.6, 95% CI 3.60-4.18, p = 0.016) and diabetes (OR 2.36, 95% CI 2.55-3.11, p = 0.011). (Graph 1)

**Figure 1- Results of ROC model comparing Logistic Regression (LR) and Neural Network Models (ANNs)**

According to Figure 1, the accuracy rate for the best neural network model and logistic regression were 89.76 and 78.66, respectively. The values obtained for this index show the superiority of the ANN model over the logistic regression model.

**4. Discussion**

In this study, we predicted the variables that had an important role in the mortality of COVID-19 patients. Twelve variables were selected using ANN models. Understanding the relationship between different factors and variables and predicting events, such as mortality, is of interest to many health researchers and policy-makers and can pave the way for better decision-making in this area.

We noticed having intubation, cancer, COPD, heart disease and diabetes has greatly influenced mortality incidence as male patients have been shown to be more vulnerable, which is inconsistent with the results of the study conducted by other studies (22-25).
Also, the results of our study confirmed that an increased age (> 55 years) was associated with death in COVID-19 patients. Moreover, previous evidence confirmed that COVID-19 infection was more likely to affect older males with comorbidities, and could result in fatal respiratory diseases, such as acute respiratory disease syndrome (26). In addition, the increased age may have other risk factors, such as diabetes, respiratory system disease, and cardiovascular disease, which is consistent with other studies (27, 28).

Previously, evidence confirmed that hypertension and diabetes were more prevalent in patients with severe MERS infection. Correspondingly, the mortality rate of influenza was significantly higher in patients with hypertension, metabolic disease, CVDs, and respiratory system disease (29-31).

Intubation, older age (> 50 years old), BMI, hypertension, heart disease, diabetes, COPD, and cancer were associated with a greater risk of death from COVID-19 infection (32). The results of the present ANN analysis could help clinicians to identify high-risk groups that should receive off-label medications or invasive supportive care as soon as possible.

Considering that almost all forecast models existing supplier use linear and logistic methods for the analysis, use the nonlinear relationships discovered in systems ANN can design more effective screening programs people who died from COVID-19. The use of these models, especially in population screening programs estimating small amounts can cause drastic changes in reducing mistakes to show their superiority. This improvement makes screening programs more targeted to find people with a high risk of death, resulting in improved coverage, cost, and effectiveness of these programs.
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